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Abstract- Fractal image compression (FIC) is an image 
coding Technology based on the local similarity of image 
structure. It is broadly used in many fields such as image 
recovery, image denoising, image verification, and 
encryption. FIC, still, bear the high computational complexity 
in encoding. Although many schemes are available to speed 
up encoding, they do not easily satisfy the encoding time or 
the reconstructed image quality requirements. 
In this paper a new novel approach for efficient fuzzy logic 
based fractal image compression in DCT domain using 
quadtree algorithm is proposed. This paper deals with the 
fuzzy logic based method because, fuzzy logic is a strong tool 
to handle vagueness, and since images are vague in terms of 
pixel values fuzzy logic is most appropriate logic for its 
analysis. In the proposed technique one domain block is 
considered for each range block and searched only for 
matched contrast scaling. Hence the outcomes fractal code 
does not contain coordinates of the matched domain block. 
This leads the advantage  that the Quadtree algorithm can be 
here applied and the size of range block can be reduce as 
small as 2x2 pixels. Hence the quality of decoded image can 
be improved while the compression ratio can be maintained. 
The advantage of using fuzzy based technique is that, 
Fuzzification of an image leads to the reduction in the 
contrast and brightness of input image to be compressed. The 
advantage of this reduction in contrast and brightness is that 
this reduction leads to increase the pixel redundancy and 
hence help to increase the compression ratio (CR) and peak 
signal to noise ratio (PSNR) during the image compression.  
The results obtained after implementation of the proposed 
fractal image compression technique shows that the encoding 
time required is very small as compare to conventional fractal 
image compression (CFIC) techniques. Moreover the PSNR 
and compression values obtained from proposed work are 
higher than CFIC.    
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1. INTRODUCTION 
 Fractal image compression (FIC) is an image coding 
technology based on the local similarity of image structure.  
It was proposed by Michael F. Barnsley in 1988 [1], and 
improved by Arnaud E. Jacquin in 1992 [2]. Jacquin’s FIC 
scheme is called the baseline fractal image compression 
(BFIC), which uses the partitioned iterated function system 
(PIFS) to search the matching block pairs without human-

computer interactions. Since then, FIC has a quick 
development and numerous FIC schemes have been 
published. 

Traditional image coding technologies encode an 
image by pixel-based and statistical methods, and FIC is an 
interesting attempt at the structure-based image coding. 
FIC has been used not only in image coding, but also in 
some interesting image problems [3]–[9] and pattern 
recognition problems such as facial recognition [10]. 
However, compared with traditional image coding 
technologies, fractal compression suffers from the high 
computational complexity in encoding. 

Generally, one image is firstly partitioned into 
some square blocks in FIC, and then these square blocks 
compose a set called the pool. According to two kinds of 
size, an image is partitioned into two different pools. The 
pool composed by the blocks with larger size is called the 
domain pool, and the other pool is called the range pool. 
The cells in the range pool are the blocks to be encoded. 
The blocks in the domain pool are contracted to the same 
size as the range blocks, and then FIC takes the domain 
pool as a virtual codebook. The matching domain block for 
each range block needs to be searched. Exhaustive search 
of the matching block pairs costs too much time, which is 
one of the major difficulties in BFIC. 
      Although numerous schemes were proposed to 
speed up encoding in FIC, the encoding time is still too 
long so far. For example, the encoding time for a 512 × 
512 image with 4 × 4 range blocks is more than 20 seconds 
in the DRDC scheme proposed by Riccardo Distasi et al in 
2006 [18], and the encoding time for a 256 × 256 image is 
more than 2.8 seconds in the DUFC scheme proposed by 
Yi-Ming Zhou et al in 2009 [19]. Of course, it should be 
considered that the number of pair wise block-comparisons 
for a 512 × 512 image is 16 times more than the number of 
pair wise comparisons for a 256 × 256 image in BFIC with 
the same partition. Although these schemes should not be 
compared without the same computer environment, they 
still show that there is a lot of work to do for speeding up 
encoding in FIC. 

In this paper a new novel approach for efficient 
fuzzy logic based fractal image compression in DCT 
domain using quadtree algorithm is proposed. The planned 
method deals with the fuzzy logic based method because, 
fuzzy logic is a strong tool to handle vagueness, and since 
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images are vague in terms of pixel values fuzzy logic is 
most appropriate logic for its analysis. In the proposed 
technique one domain block is considered for each range 
block and searched only for matched contrast scaling. 
Hence the outcomes fractal code does not contain 
coordinates of the matched domain block. This leads the 
advantage  that the Quadtree algorithm can be here applied 
and the size of range block can be reduce as small as 2x2 
pixels. Hence the quality of decoded image can be 
improved while the compression ratio can be maintained. 
The advantage of using fuzzy based technique is that, 
Fuzzification of an image leads to the reduction in the 
contrast and brightness of input image to be compressed. 
The advantage of this reduction in contrast and brightness 
is that this reduction leads to increase the pixel redundancy 
and hence help to increase the compression ratio (CR) and 
peak signal to noise ratio (PSNR) during the image 
compression.  The results obtained after implementation of 
the proposed fractal image compression technique shows 
that the encoding time required is very small as compare to 
conventional fractal image compression (CFIC) 
techniques. Moreover the PSNR and compression values 
obtained from proposed work are higher than CFIC.    

 
2. FRACTAL IMAGE CODING 

Conventional fractal coding starts from the portioning 
the input  image  into non overlapping range blocks of 
size, where, X is a predefined parameter. Then a set of 
domain block is created from original image,  all square 
blocks of size with integer step L, in horizontal and 
vertical directions. Related to each no in domain pool, 
where new domain   blocks    are   created with clock wise 
rotating it, 180 , and 270 , also these three and the 
original domain block all are mirrored. Here, in addition 
to the original domain block, there are seven new domain 
blocks, these new seven domain blocks are added to the 
domain pool, related to each range block the best domain 
block must be selected from domain pool and then the 
affine transform is calculated which maps the selected 
domain block to it with minimum distance. The 
mentioned distance between a range block R, and a 
decimated domain block D both with n pixels is defined 
as follows:  

  
     …(1) 

That the best coefficient of S and O are [1]: 

  
     …(2) 

    
     …(3) 

  
are inner product, range block, domain block, mean of R 
and mean of D respectively. Because of high 
computational cost of equation 2, it is convenient to search 

S across a pre sampled set of [0, 1] instead of calculating 
equation 2. 
 Along the matching process, the best found 
transformation only saved for range blocks which, have 
been mapped with an acceptable error. The remaining 
range blocks are split into four new smaller range blocks, 
and the matching process is restarted for them as a new 
step. For example if ranges initially have size of 16 x 16 
pixels, the range blocks of the succeeding steps will have 
size of 8 x 8, 4 x 4 and 2 x 2 respectively, that leaves a four 
step algorithm. This is called Quadtree algorithm. Two 
strategies were used to reduce the encoding time in fractal 
coding algorithms. In a research strategy, finding out the 
domain pool is not necessary include all the possible 
domain blocks, only the high variance blocks are sufficient 
[5]. In other work like mentioned above the entropy 
measure was used instead of variance [6]. These methods 
are fast enough but the no search method is the best choice 
for real time fractal encoding. In the next section we will 
describe the proposed technique for fractal image 
compression. 

 
Figure (2.1) Position of range block and corresponding 

domain block. 
 

3. FRACTAL IMAGE CODING IN DCT DOMAIN 
Discrete cosine transform (DCT) has shown its 

capability of information compacting. Therefore it is 
widely used in image compression applications as 
compare to other transforms. The 2DCT transform of a L 

x L image   is defined as 
follow

     …(4) 
Where m,n=0, 1…..L-1 and 

 
Therefore application of 2DCT transform on L x L 

image block generates L x L coefficients. If the size of 
image block is very large this process is very time 
consuming. Therefore it is often used to transform image 
blocks not on whole image. There are two strategies for 
fractal image coding process in DCT domain. The first is 
to apply DCT on the entire image and then perform 
portioning it into range blocks. This scheme is not very 
much useful, because it is difficult to find out a suitable 
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quantization table related to human vision system. For 
example a smaller error on one coefficient adds an 
artificial sine wave to the whole image that can be seen 
easily in the smooth regions. Another problem is that the 
coefficient with small magnitude corresponds to edges of 
picture may be rounded to zero. Also as mentioned above 
applying DCT transform to whole image is very time 
consuming. The conventional way to solve this problem is 
to partition the image into blocks and then apply DCT to 
these blocks. These blocks become range blocks for fractal 
image coding. 

 
4. FUZZY IMAGE PROCESSING 

Fuzzy image processing is not a unique theory. It is a 
collection of distinct fuzzy approaches to image 
processing. It is the collection of all approaches that 
recognize, represent and process the images, their 
segments and features as fuzzy sets. The demonstration 
and processing depend on the selected fuzzy technique and 
on the problem to be solved [3], [4]. Here is a list of 
general observations about fuzzy logic: 

 Fuzzy logic is theoretically easy to understand. 
 Fuzzy logic is flexible. 
 Fuzzy logic is tolerant of inaccurate data. 
 Fuzzy logic can model nonlinear functions of 

uninformed complexity. 
 Fuzzy logic can be built on top of the knowledge 

of experts. 
 Fuzzy logic can be merged with conventional 

control techniques. 
 Fuzzy logic is based on natural language. 
The basis for fuzzy logic is the basis for human 

interaction. This opinion underpins various other 
statements regarding fuzzy logic. Because fuzzy logic is 
built on the structures of qualitative description used in 
everyday language, fuzzy logic is easy to use [16], [17]. 
The last statement is perhaps the most important one and 
deserves more conversation. Natural language, which is 
utilize by common people on a daily basis, has been 
shaped by thousands of years of human history to be 
convenient and well-organized. Sentences written in 
ordinary language denote a triumph of efficient 
communication [15]. 

Fuzzy image processing has three main stages: 
image Fuzzification, modification of membership values, 
and, if necessary, image Defuzzification. Figure (4.1) 
shows the block diagram representation of Fuzzy Image 
processing. 

The Fuzzification and Defuzzification steps are 
due to the fact that we do not possess fuzzy hardware. 
Therefore, the coding of image data (Fuzzification) and 
decoding of the results (Defuzzification) are steps that 
make possible to process images with fuzzy procedure. 
The main power of fuzzy image processing is in the mid 
step (modification of membership values). After the image 
data are transformed from gray-level plane to the 
membership plane (Fuzzification), suitable fuzzy 
techniques change the membership values [16]. This can 
be a fuzzy clustering, a fuzzy rule based approach, and a 
fuzzy integration approach and so on. 

 
Figure(4.1) Fuzzy Image processing. 

 
5. PROPOSED METHODOLOGY 

The proposed work deals with the fusion of fuzzy 
logic advantages with conventional DCT based fractal 
image compression to produce higher compression ratio 
and PSNR with less compression error. The propose 
technique also leads to reduction in encoding time. Figure 
(5.1) shows the flow chart representation of the proposed 
work. 

 
Figure (5.1) Proposed Fractal Image Compressor. 
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6. RESULTS AND DISCUSSIONS 
The proposed fractal image compression technique has 

been successfully implemented in MATLAB 2012b. For 
the testing purpose four images have been used, they are 
shown from figure (6.1) to figure (6.4). After the 
compression and decompression process using proposed 
technique the resultant images are also shown in this 

section. For example Figure (6.1) shows the original image 
and figure (6.1a) shows decompressed image after the 
decompression of first image. For the proper result analysis 
consider fractal image compression parameter quality 
constant to 10. 

  

Figure (6.1) First input image Lena.jpg Figure (6.1a) Decompressed Lena Image  after using 
proposed work 

  
Figure (6.2) Second input image Vegi.jpg. Figure (6.2a) Decompressed Vegi Image after   using 

proposed work. 

  
Figure (6.3) Third input image Man.jpg Figure (6.3a) Decompressed Man  Image using proposed 

work     

  
Figure (6.4) Fourth input image Xray.jpg. Figure (6.4a) Decompressed Xray Image using 

proposed work. 
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    Now table 6.1 shows the parameter obtained after 
compression and decompression of first, second, third and 
fourth input images respectively using proposed fractal 
image compression technique. 
 
Table 6-1 Parameter values Obtained 

 
From table 6.1 it is clearly evident that, the 

developed fractal image compression technique can able to 
achieve higher compression ratio and PSNR along with 
smaller encoding time. In the next subsection we will 
present a comparative analysis of the developed work with 
available fractal image compression technique on the basis 
of parameter obtained. 
 
6.1 Comparative Analysis of the developed project 
work 

This subsection presents a comparative analysis of 
the developed work with available fractal image 
compression technique on the basis of parameter obtained. 
Table 6.2 shows the values of parameter encoding time, 
compression ratio and PSNR for the existing fractal image 
compression technique and developed fractal image 
compression technique. All the parameter obtained are 
calculated for the input image dimensions 512 x 512. 
 

Table 6-2 Comparative Analysis 
Name 

of input 
Image 

Parameters 
Existing     

Technique 
Developed  
Technique 

Lena 

Encoding 
Time in 
Seconds 

36.46 37.99 

PSNR  0.26 0.19 

Vegi 

Encoding 
Time in 
Seconds 

37.13 38.83 

PSNR 3.72 0.1415 

Man 

Encoding 
Time in 
Seconds 

29.92 37.025 

PSNR 3.92 0.2357 
 

From here on wards, for the proper comparison 
obtained values must be analyze in the graphical mode and 
for that analysis figure (6.5) shows the comparison of 
encoding time obtained for exiting and developed fractal 
image compression technique. On the similar fashion 
figure (6.6) shows the comparison of PSNR values 
obtained for exiting and developed fractal image 
compression technique. 

 
Figure (6.5) Comparison Betwween existing and proposed 

schems for 512×512 image( based on Encoding Time) 
 

 
Figure (6.6)  Comparison Between existing and proposed 

schemes for 512×512 image (based on PSNR) 
 

On the basis of plots shown in figure (6.5) and figure 
(6.6) it is clearly observable that the developed fractal 
image compression technique not only generates good 
quality image compression because PSNR values obtained 
are higher for developed technique as compare to existing 
technique as well as takes very small encoding time to 
code the input image for compression. 

 
7. CONCLUSIONS 

In this work a new novel approach for efficient fuzzy 
logic based fractal image compression in DCT domain 
using quadtree algorithm is developed. The planned 
method deals with the fuzzy logic based method because, 
fuzzy logic is a strong tool to handle vagueness, and since 
images are vague in terms of pixel values fuzzy logic is 
most appropriate logic for its analysis. In the developed 
fractal image compression technique one domain block is 
considered for each range block and searched only for 
matched contrast scaling. Hence the outcomes fractal code 
does not contain coordinates of the matched domain block. 
This leads the advantage  that the Quadtree algorithm can 
be here applied and the size of range block can be reduce 
as small as 2x2 pixels. Hence the quality of decoded image 
can be improved while the compression ratio can be 
maintained. The advantage of using fuzzy based technique 
is that, Fuzzification of an image leads to the reduction in 
the contrast and brightness of input image to be 
compressed. The advantage of this reduction in contrast 
and brightness is that, this reduction leads to increase the 
pixel redundancy and hence help to increase the 
compression ratio (CR) and peak signal to noise ratio 
(PSNR) during the image compression.   

Input 
Images 

Encoding       
Time 

PSNR 
Compression  

Ratio 

Lena 0.1955 37.89 35.95 

Vegi 0.1334 38.83 38.74 

Man 0.2142 37.02 27.50 

X-ray 0.0913 38.71 69.44 
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During analysis of results obtained in the result 
section the table 6.1 it is clearly evident that, the developed 
fractal image compression technique can able to achieve 
higher compression ratio and PSNR along with smaller 
encoding time. In addition to this on the basis of plots 
shown in figure (6.5) and figure (6.6) it is clearly 
observable that the developed fractal image compression 
technique not only generates good quality image 
compression because PSNR values obtained are higher for 
developed technique as compare to existing technique as 
well as takes very small encoding time to code the input 
image for compression. Hence after successful 
development and implementation of the project work for 
image dimensions of 512 x 512, it is clearly observed and 
proved that the developed fractal image compression 
technique is much more efficient in providing higher 
compression ratio, PSNR and very smaller encoding time 
as compare to exiting fractal image compression technique. 
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